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Abstract—This paper proposes a fault node recovery algorithm to enhance the lifetime of a wireless sensor network when some of the sensor nodes shut down. The algorithm is based on the grade diffusion algorithm combined with the genetic algorithm. The algorithm can result in fewer replacements of sensor nodes and more reused routing paths. In our simulation, the proposed algorithm increases the number of active nodes up to 8.7 times, reduces the rate of data loss by approximately 98.8%, and reduces the rate of energy consumption by approximately 31.1%.
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I. INTRODUCTION
Recent advances in micro processing, wireless and battery technology, and smart sensors have enhanced data processing [3], [11], [13], wireless communication, and detection capability. In sensor networks, each sensor node has limited wireless computational power to process and transfer the live data to the base station or data collection center [2], [5], [8]. Therefore, to increase the sensor area and the transmission area [1], [12], the wireless sensor network usually contains many sensor nodes. Generally, each sensor node has a low level of battery power that cannot be replenished.

When the energy of a sensor node is exhausted, wireless sensor network leaks will appear, and the failed nodes will not relay data to the other nodes during transmission processing. Thus, the other sensor nodes will be burdened with increased transmission processing. This paper proposes a fault node recovery (FNR) algorithm to enhance the lifetime of a wireless sensor network (WSN) when some of the sensor nodes shut down, either because they no longer have battery energy or they have reached their operational threshold. Using the FNR algorithm can result in fewer replacements of sensor nodes and more reused routing paths. Thus, the algorithm not only enhances the WSN lifetime but also reduces the cost of replacing the sensor nodes.

II. RELATED WORK
The traditional approaches to sensor network routing include the directed diffusion (DD) [9] algorithm and the grade diffusion (GD) [13] algorithm. The algorithm proposed in this paper is based on the GD algorithm, with the goal of replacing fewer sensor nodes that are inoperative or have depleted batteries, and of reusing the maximum number of routing paths. These optimizations
will ultimately enhance the WSN lifetime and reduce sensor node replacement cost. A. Directed Diffusion Algorithm A series of routing algorithms [10], [14] for wireless sensor networks have been proposed in recent years. C. Intanagonwiwat et al. presented the Directed Diffusion (DD) algorithm [9] in 2003. The goal of the DD algorithm is to reduce the data relay transmission counts for power management. The DD algorithm is a query-driven transmission protocol. The collected data is transmitted only if it matches the query from the sink node. In the DD algorithm, the sink node provides the queries in the form of attribute-value pairs to the other sensor nodes by broadcasting the query packets to the whole network. Subsequently, the sensor nodes send the data back to the sink node only when it fits the queries.

B. Grade Diffusion Algorithm H. C. Shih et al. presented the Grade Diffusion (GD) algorithm [7] in 2012 to improve the ladder diffusion algorithm using ant colony optimization (LD-ACO) for wireless sensor networks [6]. The GD algorithm not only creates the routing for each sensor node but also identifies a set of neighbor nodes to reduce the transmission loading. Each sensor node can select a sensor node from the set of neighbor nodes when its grade table lacks a node able to perform the relay. The GD algorithm can also record some information regarding the data relay. Then, a sensor node can select a node with a lighter loading or more available energy than the other nodes to perform the extra relay operation. That is, the GD algorithm updates the routing path in real time, and the event data is thus sent to the sink node quickly and correctly.

Whether the DD or the GD algorithm is applied, the grade creating packages or interested query packets must first be broadcast. Then, the sensor nodes transfer the event data to the sink node, according to the algorithm, when suitable events occur. The sensor routing paths are shown in Fig. 1.
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Fig. 1. Wireless sensor node routing.

![Wireless sensor node routing path when some nodes are not functioning](image2)

Fig. 2. Wireless sensor node routing path when some nodes are not functioning.

The WSN may fail due to a variety of causes, including the following: the routing path might experience a break; the WSN sensing area might experience a leak; the batteries of some sensor nodes might be depleted, requiring more relay nodes; or the nodes wear out after the WSN has been in use a long period of time. In Fig. 2, the situation in which the outside nodes transfer event data to the sink node via the inside nodes (the sensor
nodes near the sink node) in a WSN illustrate the accommodation measures for non-working nodes. The inside nodes thus have the largest data transmission loading, consuming energy at a faster rate. If all the inside nodes deplete their energy or otherwise cease to function, the event data can no longer be sent to the sink node, and the WSN will no longer function. The power consumption of the sensor nodes in WSNs is unavoidable. This paper, however, proposes an algorithm to search for and replace fewer sensor nodes and to reuse the most routing paths. Conventional search techniques are often incapable of optimizing nonlinear functions with multiple variables. One scheme, the genetic algorithm (GA) [4], is a directed random search technique developed in 1975, based on the concept of natural genetics. The current paper proposes a fault node recovery (FNR) algorithm based on the GD algorithm combined with the GA. The FNR algorithm creates a routing table using the GD algorithm and replaces sensor nodes using the GA when the number of sensor nodes that are not functioning exceeds the threshold. This algorithm not only reuses the most routing paths to enhance the WSN lifetime but also reduces the replacement cost.

III. FAULT NODE RECOVERY ALGORITHM

This paper proposes a fault node recovery (FNR) algorithm for WSNs based on the grade diffusion algorithm combined with the genetic algorithm. The flow chart is shown in Fig. 3. The FNR algorithm creates the grade value, routing table, neighbor nodes, and payload value for each sensor node using the grade diffusion algorithm. In the FNR algorithm, the number of nonfunctioning sensor nodes is calculated during the wireless sensor network operation, and the parameter $B_{th}$ is calculated according to (1).

![Fig. 3. Fault node recovery algorithm flow chart.](image)

In Fig. 3, the FNR algorithm creates the grade value, routing table, a set of neighbor nodes, and payload value for each sensor node, using the grade diffusion algorithm. The sensor nodes transfer the event data to the sink node according to the GD algorithm when events appear. Then, $B_{th}$ is calculated according to (1) in the FNR algorithm. If $B_{th}$ is larger than zero, the algorithm will be invoked and replace nonfunctioning sensor nodes by functional nodes selected by the genetic algorithm. Then the wireless sensor network can continue to work as long as the operators are willing to replace sensors.
In (1), Grade is the sensor node’s grade value. The variable N\_original \_i is the number of sensor nodes with the grade value i. The variable N\_now \_i is the number of sensor nodes still functioning at the current time with grade value i. The parameter $\beta$ is set by the user and must have a value between 0 and 1. If the number of sensor nodes that function for each grade is less than $\beta$, $T_i$ will become 1, and $B_{th}$ will be larger than zero. Then, the algorithm will calculate the sensor nodes to replace using the genetic algorithm. The parameters are encoded in binary string and serve as the chromosomes for the GA. The elements (or bits), i.e., the genes, in the binary strings are adjusted to minimize or maximize the fitness value. The fitness function generates its fitness value, which is composed of multiple variables to be optimized by the GA. At each iteration of the GA, a predetermined number of individuals will produce fitness values associated with the chromosomes. There are 5 steps in the genetic algorithm: Initialization, Evaluation, Selection, Crossover, and Mutation. Descriptions of the steps follow.

A. Initialization
In the initialization step, the genetic algorithm generates chromosomes, and each chromosome is an expected solution. The number of chromosomes is determined according to the population size, which is defined by the user. Each chromosome is a combination solution, and the chromosome length is the number of sensor nodes that are depleted or nonfunctioning. The elements in the genes are either 0 or 1.

$$B_{th} = \max \{\text{Grade}\} \sum_{i=1}^{N_{\text{original}}} T_i$$

$$T_i = \begin{cases} 
1, & \frac{N_{\text{now}}}{N_{\text{original}}} < \beta \\
0, & \text{otherwise}
\end{cases}$$

A 1 means the node should be replaced, and a 0 means that the node will not be replaced. Fig. 4 represents a chromosome. The chromosome length is 10 and the gene is 0 or 1, chosen randomly in the initialization step. In this case, there are 10 sensor nodes not functioning, and their node numbers are 9, 7, 10, 81, 23, 57, 34, 46, 66, and 70.

B. Evaluation
In general, the fitness value is calculated according to a fitness function, and the parameters of the fitness function are the chromosome’s genes. However, we cannot put genes directly into the fitness function in the FNR algorithm, because the genes of the chromosome are simply whether the node should be replaced or not. In the FNR algorithm, the goal is also to reuse the most routing paths and to replace the fewest sensor nodes. Hence, the number of routing paths available if some nonfunctioning sensor nodes are replaced is calculated, and the fitness function is shown as (2)

$$f_n = \max(\text{Grade})$$

$$\sum_{i=1}^{N_{\text{original}}} \frac{P_i \times T_{P-1}}{N_i \times T_{N-1} \times i - 1.}$$

In (2):
Ni = the number of replaced sensor nodes and their grade value at i.
Pi = the number of re-usable routing paths from sensor nodes with their grade value at i.

T N = total number of sensor nodes in the original WSN.
T P = total number of routing paths in the original WSN.

In (2), a high fitness value is sought because the WSN is looking for the most available routing paths and the least number of replaced sensor nodes.

C. Selection

The selection step will eliminate the chromosomes with the lowest fitness values and retain the rest. We use the elitism strategy and keep the half of the chromosomes with better fitness values and put them in the mating pool. The worse chromosomes will be deleted, and new chromosomes will be made to replace them after the crossover step. The process is shown in Fig. 5.

D. Crossover

The crossover step is used in the genetic algorithm to change the individual chromosome. In this algorithm, we use the one-point crossover strategy to create new chromosomes, as shown in Fig. 6. Two individual chromosomes are chosen from the mating pool to produce two new offspring. A crossover point is selected between the first and last genes of the parent individuals. Then, the fraction of each individual on either side of the crossover point is exchanged and concatenated. The rate of choice is made according to roulette-wheel selection and the fitness values.

E. Mutation

The mutation step can introduce traits not found in the original individuals and prevents the GA from converging too fast. In this algorithm, we simply flip a gene randomly in the chromosome, as shown in Fig. 7. The chromosome with the best fitness value is the solution after the iteration. The FNR algorithm will replace the sensor nodes in the chromosome with genes of 1 to extend the WSN lifetime.

IV. SIMULATION

A simulation of the fault node recovery algorithm as described in Section 3 was performed to verify the method. The experiment was designed based on 3-D space, using 100×100×100 units, and the scale of the coordinate axis for each dimension was set at 0 to 100. The radio ranges (transmission range) of the nodes were set to 15 units. In each of these simulations, the sensor nodes were distributed uniformly over the space. There are three sensor nodes randomly distributed in 10×10×10 space, and the Euclidean distance is at least 2 units between any two sensor nodes. Therefore, there are 3000 sensor nodes in the 3-D wireless sensor network simulator, and the center node is the sink node. The data packages were exchanged between random source/destination pairs with 90,000 event data packages. In our simulations,
the energy of each sensor node was set to 3600 Ws that is the actual available energy. Each sensor consumed 1.6 Ws when it conducts a completed data transformation (Rx + Tx). In the GA algorithm, the population size was 20; the crossover rate was 50%; and the mutation rate was 2%. The FNR, DD, and GD algorithms were implemented. The active sensor nodes and total data loss after 90,000 events are shown in Figs. 8 and 9. The active nodes mean that the sensor node has enough energy to transfer data to other nodes, but some sensor nodes can be deleted from the active nodes list if their routing tables do not have a sensor node that can be used as a relay node, or if they are not in the routing table of any other sensor nodes. The FNR algorithm has 2931 sensor nodes available, but the DD and GD algorithms only have 305 and 256 sensor nodes available after 90,000 events, as shown in Fig. 8. This new algorithm enhances the number of active nodes by 8.7 and 10.8 times, respectively. The FNR algorithm has the most active sensor nodes compared with the DD and GD algorithms because the algorithm can replace the sensor nodes after the number of nonfunctioning nodes exceeds the threshold, by using the GA algorithm. Fig. 9 compares the total data loss using the FNR algorithm to the total data loss using the DD and GD algorithms. In this simulation, event data was destroyed and recorded into the loss count if the data had already been relayed over 20 times. Moreover, sensor nodes might detect the same event when an event appeared and transfer it to the sink node in this simulation setting. Hence, the total data loss might exceed 90,000 events. Therefore, sensor nodes can detect more events in this simulation setting.

### Table 1

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>$10^{-3}$</th>
<th>$2 \times 10^{-5}$</th>
<th>$3 \times 10^{-5}$</th>
<th>$4 \times 10^{-5}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Nodes/Unit$^3$</td>
<td>Nodes/Unit$^3$</td>
<td>Nodes/Unit$^3$</td>
<td>Nodes/Unit$^3$</td>
</tr>
<tr>
<td>DD</td>
<td>3540.51 Ws</td>
<td>3517.18 Ws</td>
<td>3485.17 Ws</td>
<td>3505.48 Ws</td>
</tr>
<tr>
<td>GD</td>
<td>3132.4 Ws</td>
<td>3500.77 Ws</td>
<td>3298.29 Ws</td>
<td>3316.07 Ws</td>
</tr>
<tr>
<td>FNR</td>
<td>2909.56 Ws</td>
<td>2790.82 Ws</td>
<td>2407.68 Ws</td>
<td>2393.06 Ws</td>
</tr>
</tbody>
</table>

and transfer them to the sink node if the WSN lifetime is increased. In Fig. 9, the FNR algorithm exhibits smaller data losses because the algorithm can replace fewer sensor nodes and reuse more routing paths if the number of sensor nodes that are nonfunctioning exceeds the...
threshold. After the simulation, the FNR algorithm had only suffered 11,025 data losses, but the DD and GD algorithm had suffered 912,462 and 913,449 data losses.

This new algorithm can reduce data loss by 98.8% compared to the traditional algorithms. Fig. 10 compares the average energy consumption of a WSN managed using the FNR algorithm to the average energy consumption using the DD and GD algorithms. The DD and GD algorithms allow the WSN to consume more energy after 8,000 events because the inside nodes are energy-depleted, but the outside nodes continue to attempt to transfer event data to the sink node through the inside nodes until they are also energy-depleted. After 90,000 events, the DD and GD algorithm-managed WSNs had consumed 3495.17 Ws and 3298.29 Ws, respectively.

The proposed algorithm increases the WSN lifetime by replacing some of the sensor nodes that are not functioning. In addition to enhancing the active nodes and reducing the data losses, the FNR algorithm reduces the relayed energy consumption by reducing the number of data relayed, as the replaced sensor nodes are usually used the most. After 90,000 events, using the proposed algorithm, the WSN had consumed only 2407.68 Ws, and, compared to using the DD and GD algorithms, exhibited a reduction in energy consumption of 31.1% and 27%, respectively.

After that, we experiment different node densities in our simulation environment to compare the average energy consumption. The simulate result is shown in Table I. We can find that the FNR algorithm has the least average energy consumption in all case, and it can save 31.73% energy at most.

in Table I. Hence, the FNR algorithm has the best energy saving performance no matter under any node densities. The average number of messages that reach the sink node when each algorithm manages the network is compared in Fig. 11. Using the traditional DD and GD algorithms, the sink node can receive no messages after 8000 events because all of the inside nodes are energy-depleted, and the WSN lifetime is ended. This proposed algorithm replaces energy-depleted sensor nodes to increase the WSN lifetime. Therefore, the average number of messages received using this algorithm is higher than when using the other algorithms. By using this algorithm, the sensor nodes are not only replaced, but the replacement cost is reduced, and more routing paths are reused. The total number of sensor nodes
recovered is shown in Fig. 12. From Fig. 12, 1085 sensor nodes were recovered, and the FNR algorithm continues to run for 34 iterations after 90,000 events. In the simulation, the algorithm replaced, on average, approximately 32 sensor nodes for each calculation, extending the lifetime of the WSN. In Figs. 13 and 14, the average residual energy of the WSN using the FNR and the GD algorithms after 8000 and 90,000 events is shown. Because the FNR algorithm is based on the GD algorithm, the comparison demonstrates how the FNR has changed the algorithm. In Fig. 13, using the GD algorithm, after 8000 events the grade 1 sensor nodes only have 145.57 Ws energy remaining, and the other grade sensor nodes still have enough energy to function. Using the FNR algorithm, the grade 1 sensor nodes still have 1568.34 Ws. The grade 1 sensor nodes are near the sink node, and they are relay nodes for the other grade sensor nodes, so they consume their energy rapidly. The FNR algorithm can replace some of the energy-depleted sensor nodes. Hence, the available sensor nodes are more numerous than when using the traditional algorithms. In Fig. 14, the average energy consumption for each grade is calculated after 90,000 events. Using the GD algorithm, the sensor nodes consume their energy rapidly because they try to transfer event data to the sink node using neighbor nodes if the grade 1 sensor nodes are energy-depleted or their routing table is empty. The FNR algorithm has ample energy for each grade sensor node because the algorithm can replace the sensor nodes, but it reuses more routing paths compared to using the traditional algorithm. The number of replaced sensor nodes and the total number of messages reached the sink node for each replaced node are analyzed, as shown in Figs. 15 and 16. For the first time of node recovery, the FNR algorithm just replaced 16 sensor nodes because there are not many sensor nodes that cannot work, as shown in Fig. 15. After the WSN has been in use for a considerable period of time, in average, 32 sensor nodes are replaced in each run. As a result, the WSN lifetime can be significantly extended. Each node is capable of detecting and sending approximately 27,327 event messages, as shown in Fig. 16. The ratio of total messages to recovery nodes after each replacement is reported in Fig. 17. The FNR algorithm tends to...
to replaces Grade 1 sensor nodes in the first place, since the loading of the Grade 1 sensor nodes is larger than the loading of others.

V. CONCLUSION

In real wireless sensor networks, the sensor nodes use battery power supplies and thus have limited energy resources. In addition to the routing, it is important to research the optimization of sensor node replacement, reducing the replacement cost, and reusing the most routing paths when some sensor nodes are nonfunctional. This paper proposes a fault node recovery algorithm for WSN based on the grade diffusion algorithm combined with a genetic algorithm. The FNR algorithm requires replacing fewer sensor nodes and reuses the most routing paths, increasing the WSN lifetime and reducing the replacement cost. In the simulation, the proposed algorithm increases the number of active nodes up to 8.7 times. The number of active nodes is enhanced 3.16 times on average after replacing an average of 32 sensor nodes for each calculation. The algorithm reduces the rate of data loss by approximately 98.8% and reduces the rate of energy consumption by approximately 31.1%. Therefore, the FNR algorithm not only replaces sensor nodes, but also reduces the replacement cost and reuses the most routing paths to increase the WSN lifetime.
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